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Complex Foundations

References: 
OAIS, PREMIS, PCDM, LC Preservation Event Types, Local Emory Policy



Preservation v.2: Implementation Goals

1. Actualize our Preservation Policy!

2. Build our locally defined Archival Information Package structure

3. Leverage existing Fedora 4.x capabilities

4. Work within our institution’s AWS and S3 capabilities

5. Provide a human readable audit trail for significant activities occurring on assets

6. Manage as many preservation activities as possible in a Hyrax-based interface



Our local 
infrastructure Blacklight (dlp-lux)

Hyrax 3 (dlp-curate*)

SOLR Cloud

Fedora 4

S3 (US East)S3 (US West)

Hosted in an Emory University-

managed AWS environment 

(some AWS Services not enabled)

Hyrax v3.0.0-rc1

Binaries not stored in Fedora

Additional mediated deposit 

application (future)

* Our apologies/compliments to 

Notre Dame’s Curate! 



Generic Preservation Data Model

Work

workflow(s)

event(s)

FileSet(s)
File: preservation [main]

File: intermediate

File: service

File: extracted text

File: transcript

event(s)

Works hold Descriptive, 
Rights, Administrative 
metadata plus preservation 
workflow and event objects

FileSets hold minimal Descriptive 
metadata and a “use” context for 
the Set itself, extended technical 
metadata, and event objects

Files receive a use/role within 
the Set and minimal 
technical metadata



FileSet Extensions

Support for primary file and multiple derivatives, 

based on PCDM use extension

Support for Primary/Supplemental Content

Additional technical metadata indexed from FITS 

Harmful Language Note

“Preservation Master File”

As a community, can we find a better term?

https://pcdm.org/2015/05/12/use


Fileset Creation:

1. CSV for bulk-import (developed by DCE) 
contains distinct rows for works and filesets; 
provides file-level use information

1. Edit Work > Files tab allows users to attach one 
or more filesets and assign the use for each file 
as well as overall categorization for the FileSet 
itself (Primary/Supplemental)



Implementation Notes: Code Changes
Hyrax filesets contain three files per fileset (original file, thumbnail, extracted text):

Curate filesets contain the three above plus five new files per fileset:

Characterization only for preservation [main] file in FileActor



Implementation Notes, Continued
Code changes:

● Logic for detecting preferred file 
for thumbnail generation and 
Universal Viewer display

● Curate ingest process
documentation/readme

https://github.com/emory-libraries/dlp-curate/blob/main/app/jobs/README.md#ingestion-processes-tutorial


Preservation Event Entities

Work-level

● Policy assignment

● Validation

● Modification

FileSet-level

● Virus scan

● Characterization

● Message digest calculation

● File submission

● Fixity check

(Mostly) automated system actions that occur relative to a larger workflow; 

actions are captured in a human-readable event entry

More events are targeted in future development cycles



Event Metadata

Local namespace defines:

1. eventType

2. eventUser

3. eventStart 

4. eventEnd 

5. eventOutcome

6. softwareVersion

7. eventDetails

8. eventIdentifier

bypassAdmin



Implementation: Events
Work events (Validation and Policy Assignment during work creation; Modification post-ingest)

FileSet events (File submission in JobIoWrapper)

Some FileSet events only occur on the primary (main) file



Implementation: Events

Implemented as nested Fedora objects (PreservationEvent has its own model class)

Events are indexed in Solr for display purposes

Preservation Event readme documentation

https://github.com/emory-libraries/dlp-curate/blob/main/app/jobs/README.md#preservation-events-quick-reference


Preservation Workflow Entities

Human-managed, human-readable context for major digital object lifecycle phases, 

including any associated rights determinations:

Accession: why did we decide to digitize/preserve this item? 

Ingest: how and when was the object ingested?

Versioning*: who changed this object and when?

Decommission: why and when did we decide to remove access?

Deletion: why did we delete this content from the repository?



Workflow Metadata

Local namespace defines:

1. Workflow Type

2. Notes

3. Rights Basis

4. Rights Basis Note

5. Rights Basis Review Date

6. Rights Basis Reviewer

7. Rights Basis URI



Implementation: Workflows
Similar to Preservation Events, Workflows are also nested objects, however in the work model 

only. Like events, these are also indexed in Solr for display purposes

Metadata is loaded after works are created for Accession, Ingest information (rake task)

Should only be populated once (not editable unless to correct a mistake). 

Attributes are single-valued entries.

https://github.com/emory-libraries/dlp-curate/blob/main/lib/tasks/preservation_workflow.rake


Backup and restoration testing:

● Application databases

● S3

● Fedora

● SOLR

● Redis (User Activity on FileSets)

Storage, Backup and Restoration
Content storage

● Pre-ingest shared drive (EFS); fixity checks 

performed in file transfer (rclone + md5)

● Ingested content files: first copy stored in S3 

(US East)

● Second copy: Ansible role compares S3 

inventory reports, generates a custom 

inventory report with new files, copies to 

second S3 bucket (US West) every 48 hours

Lessons learned: don’t enable S3 versioning; 
multiple tries needed on S3 batch operations

Lessons learned: FileSet User Activity trail is 
stored in Redis; that needs to be backed up too

https://github.com/emory-libraries/emorylib_s3_custom_inventory_report


Fixity Checking

Implementation Notes:

● Using Fedora 4’s fixity service: all files in a 

FileSet are checked using their sha1 

checksum

● On-demand checking offered in the View 

FileSet page UI

● Rake task runs bi-monthly, checks files that 

haven’t been checked in the last 90 days

● Fixity check outcomes logged as 

Preservation Events

● Investigating AWS serverless fixity service

Lessons learned: 

● Hyrax notifications only sent to depositor

● When running in batch, throttle the number 

of requests to S3!

● Dedicating a fixity queue in sidekiq with a 

single thread utilized (one file at a time) 

● Still figuring out false failures

● Fixity checking has benefited QA process for 

ingested files (identifying missing files, etc.)

https://aws.amazon.com/solutions/implementations/serverless-fixity-for-digital-preservation-compliance/


Preservation Reporting

Manually aggregated results reported quarterly to stakeholders and collection 

stewards:

● Hyrax-supplied information: top mimetypes; total works; total FileSets

● New rake task to count works, filesets, and files per Collection

● AWS: Cloudwatch dashboard provides storage usage and binary file counts

● Fixity checking results (failures only: compiled from Hyrax/Sidekiq/SOLR)



Self-assessing

Gaps and planned features:

● Replication/Dissemination

○ 3+ copies: sending preservation 

copies to APTrust and other services

○ Fixity checking on additional copies

● Versioning (Works and FileSets; 

OCFL) NDSA Levels of Digital Preservation 

Assessment Tool



Thank you!
Emory Libraries Digital Preservation Functional 

Requirements Group

Emory Libraries Software Engineering and 
Middleware teams

DCE (current & alumni)

Samvera community consultations & code

emory-libraries/dlp-curate

https://wiki.service.emory.edu/display/DLPP


